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ABSTRACT
Recent years have witnessed the unprecedented growth of
online social media, which empower short texts as the preva-
lent format for information of Internet. Given the nature
of sparsity, however, short text topic modeling remains a
critical yet much-watched challenge in both academy and
industry. Rich research efforts have been put on building
different types of probabilistic topic models for short texts,
among which the self aggregation methods without using
auxiliary information become an emerging solution for pro-
viding informative cross-text word co-occurrences. However,
models along this line are still rarely seen, and the represen-
tative one Self-Aggregation Topic Model (SATM) is prone to
overfitting and computationally expensive. In light of this,
in this paper, we propose a novel probabilistic model called
Pseudo-document-based Topic Model (PTM) for short text
topic modeling. PTM introduces the concept of pseudo doc-
ument to implicitly aggregate short texts against data spar-
sity. By modeling the topic distributions of latent pseudo
documents rather than short texts, PTM is expected to gain
excellent performance in both accuracy and efficiency. A
Sparsity-enhanced PTM (SPTM for short) is also proposed
by applying Spike and Slab prior, with the purpose of elim-
inating undesired correlations between pseudo documents
and latent topics. Extensive experiments on various real-
world data sets with state-of-the-art baselines demonstrate
the high quality of topics learned by PTM and its robust-
ness with reduced training samples. It is also interesting
to show that i) SPTM gains a clear edge over PTM when
the number of pseudo documents is relatively small, and ii)
the constraint that a short text belongs to only one pseudo
document is critically important for the success of PTM.
We finally take an in-depth semantic analysis to unveil di-
rectly the fabulous function of pseudo documents in finding
cross-text word co-occurrences for topic modeling.
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1. INTRODUCTION
With the spur of various kinds of Web applications, espe-

cially the explosively growth of online social media such as
Twitter and Facebook, short texts have become the preva-
lent format for information of Internet. For instance, around
250 million active users in Twitter can generate nearly 500
million tweets everyday. This huge volume of short texts
contain sophisticated information that can hardly be found
in traditional information sources [30]. Hence accurately dis-
covering knowledge behind these short texts has been rec-
ognized as a challenging and promising research problem.

Probabilistic topic models have been widely used to au-
tomatically extract thematic information from large archive
of documents [1]. Standard topic models [2, 4] assume a
document is generated from a mixture of topics, where a
topic is a probabilistic distribution of words. As one of the
most typical probabilistic topic model, LDA [2] has achieved
great success in modeling text collections like news articles,
research papers and blogs. However, the results are mixed
when LDA is applied directly to short texts such as tweets,
instant messages and forum messages [5, 19]. The reason is
mainly due to the lack of word co-occurrence information in
each short text as compared to regular-sized documents [24].

Many research efforts have been devoted to tackle the
incompetence of standard topic models in modeling short
texts. One straightforward strategy, widely adopted for
short texts in social media, is to utilize plentiful auxiliary
contextual information to aggregate short texts into regular-
sized pseudo documents before applying a standard topic
model. For example, tweets contain not only textual content
but also contextual information such as authorship, hash-
tags, time and locations. These contextual information can
be leveraged to aggregate tweets before performing topic
modeling [5, 25, 14]. Besides of the direct aggregation of
short texts, some studies take auxiliary information into the
generative process of their models [20, 8]. They actually
regularize learned topics in accordance with some auxiliary
information.



Generally speaking, the aggregation solution mentioned
above can bring in additional useful word co-occurrence in-
formation across short texts, and therefore may boost the
performance of standard topic models when applied to short
texts. The problem lies in that auxiliary information is
not always available or just too costly for deployment. In
light of this, several customized topic models for short texts
have been proposed. For instance, Yan et al. [27] propose a
biterm topic model to directly model word pairs extracted
from short texts. Lin et al. [11] propose the dual sparse
topic model, which learns focused topics of a document and
focused terms of a topic by replacing symmetric Dirichlet
priors with Spike and Slab priors [7]. The problem of these
methods lies in that they bring in little additional word co-
occurrence information and therefore still face data spar-
sity problem. Recently, Quan et al. [18] propose a self-
aggregated topic model named SATM, which can aggregate
short texts into latent pseudo documents according to their
own topics rather than auxiliary information. However, the
number of parameters of SATM grows with the size of data,
which makes it prone to overfitting. Moreover, the time
complexity of SATM is also unacceptably high. Both weak-
nesses prevent it from being widely applied in practice.

Motivated by the promising potential of aggregation meth-
ods in dealing with data sparsity, we propose a Pseudo-
document-based Topic Model (PTM) for short texts with-
out using auxiliary information. To our best knowledge, our
work is among the earliest studies in this interesting direc-
tion. The key of PTM is the introduction of pseudo doc-
uments for implicit aggregation of short texts against data
sparsity. In this way, the modeling of topic distributions of
tremendous short texts is transformed into the topic mod-
eling of much less pseudo documents, which could be ben-
eficial for parameter estimation in terms of both accuracy
and efficiency. To further eliminate undesired correlations
between pseudo documents and latent topics, we also pro-
pose a Sparsity-enhanced PTM (SPTM) by applying Spike
and Slab prior to topic distributions of pseudo documents.

Extensive experiments on four real-world data sets with
classic as well state-of-the-art baselines demonstrate the high
quality of topics learned by PTM. Its robustness is also testi-
fied using reduced training samples in the comparative study
with various baselines. Besides, two interesting observations
are also noteworthy. First, SPTM outperforms PTM only
when the number of pseudo documents is relatively small.
Second, the constraint that a short text belongs to one and
only one pseudo document is critically important for the
success of PTM. Finally, an in-depth semantic analysis is
conducted and unveils the merit of pseudo documents in
finding cross-text word co-occurrences for topic modeling.

The remainder of this paper is organized as follows. In
Section 2, we propose our models PTM and SPTM and give
the inference details. In Section 3, we present experimen-
tal results. We give related work in Section 4 and finally
conclude our work in Section 5.

2. MODEL AND INFERENCE
In this section, we propose a Pseudo-document-based Topic

Model (PTM) for extremely short texts. PTM assumes
huge volume of short texts are generated from much less
yet regular-sized latent documents, called pseudo documents.
By learning topic distributions of pseudo documents rather
than short texts, PTM has fixed number of parameters and

gains ability in avoiding overfitting when training corpus is
in relative shortage. The sparsified version of PTM (SPTM)
is also proposed to enhance the topical representation of
pseudo documents if needed. We finally give the inference
method and discuss the possible extension of PTM.

2.1 Basic Model
Now we give formal descriptions for PTM. We assume

there are K topics {φz}Kz=1, each is a multinomial distribu-
tion over a vocabulary of size V . There are D short texts
{ds}Ds=1 and P pseudo documents {d′l}Pl=1. The short texts
are observed documents and the pseudo documents are la-
tent ones. A multinomial distribution ψ is introduced to
model the distribution of short texts over pseudo documents.
We further assume each short text belongs to one and only
one pseudo document. Each word in a short text is gener-
ated by first sampling a topic z from topic distribution θ of
its pseudo document, and then sampling a word w ∼ φz.

The plate notation of PTM is illustrated in Fig. 1a. We
give the generative process as follows:

1. Sample ψ ∼ Dir(λ)

2. For each topic z:

(a) Sample φz ∼ Dir(β)

3. For each pseudo document d′l:

(a) Sample θl ∼ Dir(α)

4. For each short text ds:

(a) Sample a pseudo document l ∼Multi(ψ):

(b) For each word wi in ds:

i. Sample a topic z ∼Multi(θl):

ii. Sample the ith word wi ∼Multi(φz)

Remark 1. The introduction of pseudo documents in PTM is
the critical factor against the negativity of data sparsity. To
better understand this, assume there are D short texts and
each one has averagely N tokens. It has been proven that
when N is too small, LDA can not learn topics accurately
even though D is extremely large [19]. This is because the
shortage of co-occurrent words scattered in different short
texts for topic learning is no better under such situation.
However, PTM finds topics from P pseudo documents rather
than D short texts, with P � D in general. Therefore, we
can roughly estimate that each pseudo document has N ′

tokens on average, N ′ = DN/P � N , which implies the
potential improvement of word co-occurrence. In a nutshell,
PTM runs on much denser pseudo documents, which by [19]
could be very beneficial for topic modeling.

Remark 2. To our best knowledge, the self aggregation meth-
ods like PTM are still hardly seen in the literature, except
for the Self-Aggregate Topic Model (SATM) [18]. While
PTM and SATM both aggregate short texts into pseudo
documents, their generative processes are substantially dif-
ferent. SATM assumes a two-phase generative process of
short texts. The first phase follows the standard LDA to
generate regular-sized pseudo documents, and in the second
phase each short text will be generated from its pseudo doc-
ument via the process of mixture of unigram [17]. The first
phase implies that sampling a word will cost O(PK) time,
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which is very intensive. The second phase means the infer-
ence procedure has to estimate the probability distribution
of pseudo documents on short texts independently, and the
number of parameters thus grows linearly with the size of
corpus, which might lead to serious overfitting problem when
training samples are in shortage. As a sharp contrast, given
the only pseudo document a short text belongs to, PTM
generates the short text according to the process of LDA.
This means to sample a word only costs O(K) time, and the
number of parameters is fixed to avoid overfitting.

Remark 3. It is also interesting to discuss the similarities
and differences between PTM and the so-called Pachinko
Allocation Model (PAM) [10]. PAM was proposed to cap-
ture arbitrary correlations between topics using a directed
acyclic graph, and thus thought as a more general version
of LDA [10]. Therefore, even though the four-level hierar-
chical PAM (see Fig. 2b) shows similar model structure as
PTM (see Fig. 2a), they are different in nature. In Fig. 2b,
the second level of PAM consists of super-topics capturing
the commonness between sub-topics in the third level (all
in blue). In this sense, we can obtain a reduced number of
topics from the third level to the second level. In contrast,
the nodes in the second level of PTM represent pseudo doc-
uments (in green), which are therefore more in number than
the topic nodes in the third level (in blue), and should be
better regarded as combined topics that can generate spe-
cific topics of short texts.

2.2 Sparsification
As mentioned above, a pseudo document in PTM is es-

sentially a hybrid topic combined from the specific topics
of various short texts. Along this line, it is a natural con-
jecture that when the number of pseudo documents gets
smaller, their topical representations tend to be ambiguous.
To deal with this, we here propose SPTM, a sparsified ver-
sion of PTM applying the Spike and Slab prior for the topic
distribution of pseudo documents.

The“Spike and Slab”prior [7] is a well established method
in mathematics. It can decouple the sparsity and smooth-
ness of a distribution. In details, auxiliary Bernoulli vari-
ables are introduced into the prior, which are used to indi-
cate the “on” or “off” status of particular variables. There-
fore, a model can determine whether corresponding variables
appear or not. In our case, this indicates whether or not a
topic is selected to appear in a particular pseudo document.

Note that the Spike and Slab prior may have empty se-
lection, which will cause the probabilistic distribution to be
ill-defined. Wang and Blei [23] introduce never-appearing-
terms into the distributions of topics, which could impose
greater difficulty into the inference procedure. We therefore
apply the weak smoothing prior and smoothing prior pro-
posed by Lin et al. [11], which can avoid the ill-defined dis-
tributions by the direct application of Spike and Slab prior.
Moreover, it results in a much simpler inference procedure,
which ensures the scalability of our model. In order to better
describe our sparse-enhanced model, we first give definitions
of topic selectors, smoothing prior and weak smoothing prior.

Definition 1. For pseudo document d′l, a topic selector
bl,k, k ∈ {1, · · · ,K}, is a binary variable that indicates
whether topic k is relevant to d′l. bl,k is sampled from
Bernoulli(πl), where πl is a Bernoulli parameter for d′l.

Definition 2. The smoothing prior is Dirichlet hyperpa-
rameter α used to smooth topics selected by the topic selec-
tor. The weak smoothing prior is another Dirichlet hyperpa-
rameter ᾱ used to smooth topics not selected. Since ᾱ� α,
the hyperparameter ᾱ is called weak smoothing prior.

The topic selectors are referred as“Spikes”, while the smooth-
ing prior and weak smoothing prior correspond to “Slabs”.



In this way, sparseness and smoothness of topic proportion
of pseudo documents are decoupled. Given topic selectors
~bl = {bl,k}Kk=0, the topic proportion of pseudo document d′l
is sampled from Dir(α~bl + ᾱ~1). The introduction of ᾱ fixes
the ill-definition of distributions while maintaining the effect
of sparsity.

Fig. 1b illustrates the plate notation of SPTM. The com-
plete generative process of pseudo documents is given as
follows:

1. For each pseudo document d′l:

(a) Sample πl ∼ Beta(γ0, γ1)

(b) For each topic z:

i. Sample topic selector bl,k ∼ Bernoulli(πl),
~bl = {bl,k}Kk=0.

(c) Sample θl ∼ Dir(α~bl + ᾱ~1)

2.3 Inference
Exact posterior inference is intractable in our model, so we

turn to a collapsed Gibbs sampling algorithm [3] for approx-
imate posterior inference, which is simple to derive, compa-
rable in speed to other estimators, and can approximate a
global maximum. Due to the space limit, we omit the deriva-
tion details and only present the sampling formulas.

We give details about the inference of SPTM in the fol-
lowing, and describe the inference of PTM at the end of this
section. Integrating out θ, φ, ψ and π analytically, the la-
tent variables needed by the sampling algorithm are pseudo
document assignment l, topic assignment z and topic selec-
tor b. We also sample Dirichlet hyperparameter α and Beta
hyperparameter γ1, and fix ᾱ equal to 10−7 and γ0 equal to
1.

Sampling pseudo document assignments l. Given
rest variables, sampling l is similar to sampling approach
for Dirichlet Multinomial mixtures [29]. That is,

p(lds = l|rest) ∝ Ml,¬ds
D−1+Pλ

∏
z∈ds Γ(Nzl +bl,zα+ᾱ)∏

z∈ds Γ(Nzl,¬ds+bl,zα+ᾱ)∏Nds
i=1 (Nl,¬ds+|Al|α+Kᾱ+i−1)

=
Ml,¬ds
D−1+Pλ

∏
z∈ds

∏Nzds
j=1 (Nzl,¬ds+bl,zα+ᾱ+j−1)∏Nds

i=1 (Nl,¬ds+|Al|α+Kᾱ+i−1)
,

(1)
where Ml is the number of short texts assigned to the lth
pseudo document d′l. Nds is the length of the sth short text
ds, and Nz

ds is the number of tokens assigned to topic z in ds.
Nz
l is the number of tokens assigned to topic z in d′l, and Nl

is the total number of tokens in d′l. All counts with ¬ds mean
excluding counting from ds. bl,z is topic selector of pseudo
document d′l for topic z. Al = {z : bl,z = 1, z ∈ {1, · · · ,K}}
is the set of indices of ~bl that are “on”, and |Al| is the size
of Al.

Sampling topic assignments z. The approach to sam-
ple topic assignments z is similar to latent Dirichlet allo-
cation [3]. The difference lies in that θ no longer belongs
to original short texts, but rather belongs to pseudo docu-
ments. And θ is sampled from Spike and Slab prior instead
of symmetric Dirichlet prior. That is,

p(zds,i = z|rest) ∝ (Nz
lds

+ blds ,zα+ ᾱ)
N
wds,i
z + β

Nz + V β
, (2)

where Nw
z is the number of times w being assigned to topic

z, and Nz =
∑V
w=0 N

w
z .

Sampling topic selectors b. In order to sample ~bl, we
follow Wang et al. [23] to use πl as auxiliary variable. Let

Bl , {z : Nz
l > 0, z ∈ {1, · · · ,K}} be the set of topics that

have assignments in pseudo document d′l. We give the joint

conditional distribution of πl and ~bl:

p(πl,~bl|rest)∝
∏
z

p(bl,z|πl)p(πl|γ0,γ1)
I[Bl ∈ Al]Γ(|Al|α+Kᾱ)

Γ(Nl+|Al|α+Kᾱ)
,

(3)
where I[·] is an indicator function. With this joint condi-

tional distribution, we iteratively sample ~bl conditioned on

πl and πl on ~bl to ultimately obtain a sample for ~bl. Note
that Wang et al. [23] integrate out b and sample π in case
of slow convergence of topics. Since V is large, searching
optimal combinatorial topics is very costly. In our case,
however, K is relative small compared to V , and sampling
z conditioned on π is time-consuming. Based on the above
consideration, we take opposite approach by integrating out
π to sample b.

For the hyper-parameter α, we use Metropolis-Hastings
with a symmetric Gaussian as proposal distribution. For
concentration parameter γ1, we use previously developed ap-
proaches for Gamma priors [21].

So far, we have illustrated the collapsed Gibbs sampling
algorithm for SPTM. Now we briefly describe the inference
of PTM. After integrating out θ, φ and ψ analytically, latent
variables needed by the sampling algorithm are pseudo doc-
ument assignment l and topic assignment z. By replacing
bl,zα + ᾱ with α and |Al|α + Kᾱ with Kα in Equation 1,
we obtain sampling equation for l. Similarly, by replacing
bl,zα+ ᾱ with α in Equation 2, we obtain sampling equation
for z.

Sampling l in PTM costs O(P ) per document, and sam-
pling z costs O(K) per word. Hence, the total time complex-
ity of sampling algorithm of PTM is roughly O(P +K) for
a word. Due to the extra sampling of b, the time complexity
of SPTM is slightly larger than PTM .

Note that since PTM and SPTM learn topic proportions
θl for each pseudo document d′l, we use empirical estimation
to obtain θs for short text ds with any single sample of ~z. For

PTM, θs,z =
Nzlds

+α

Nlds
+Kα

. For SPTM, θs,z =
Nzlds

+blds ,z
α+ᾱ

Nlds
+|Alds

|α+Kᾱ
.

2.4 Extension and Discussion
As described in Section 2, PTM assumes each short text

comes from a single pseudo document. In this section, we
will modify PTM to relaxing this restriction, and briefly
discuss the influence caused by such modification.

In PTM, each short text is assigned to one pseudo doc-
ument by choosing l ∼ ψ, where ψ ∼ Dir(λ) is the distri-
bution of short texts over pseudo documents. By assuming
that each short text has a distribution over all pseudo docu-
ments ψS , we can relax the restriction and obtain Enhanced
PTM(EPTM) as shown in Fig. 1c.

EPTM is a more flexible model than PTM, since words in
a short text can be assigned to different pseudo documents.
However, EPTM might performs less comparable with PTM
and SPTM, although it is more general and flexible. The in-
troduce of ψS , can bring errors to the inference of θ. Recall
in Fig. 1c, if we assume ~z are observed variables, then sam-
pling l is in the same with sampling z in LDA, therefore, θ
can be regarded as φ in LDA. According to Tang et al. [19],
with small N , LDA can not learn coherence and precise top-



Table 1: Statistics of data sets.

Data set # Documents Vocabulary size
Avg. document

length
News 29,200 11,007 12.4
DBLP 55,290 7,525 6.4

Questions 142,690 26,470 4.6
Tweets 182,671 21,480 8.5

ics. When EPTM is applied to short texts with small N , the
learning of θ is unreliable, which limits the total performance
of EPTM.

Besides the unreliable performance on short texts, train-
ing of EPTM is also very time-consuming. The sampling
time of (l, z) for each word costs O(PK). In order to re-
duce the sampling complexity of EPTM, we apply Alias
sampling [9] but give no details here for concision.

3. EXPERIMENTS
In this section, we present extensive experimental results

on four real-world data sets to evaluate our model. Four
baseline methods are also included for a thorough compara-
tive study .

3.1 Experimental Setup

3.1.1 Data Sets
Our method is tested on four real-world short-text cor-

pora, with the statistics listed in Table 1. In the following,
we give brief descriptions to them.

News. This data set1 contains 29,200 English news arti-
cles extracted from RSS feeds of three popular newspaper
websites (nyt.com, usatoday.com, reuters.com). Categories
include sport, business, U.S., health, sci&tech, world and
entertainment. We retain news descriptions since they are
typical short texts.

DBLP. We collect titles of conference papers from six re-
search areas: data mining, computer vision, database, infor-
mation retrieval, natural language processing and machine
learning. This data set contains 55,290 short texts and each
is labeled as one of above six research areas.

Questions. This collection consists of 142,690 questions
crawled from a popular Chinese Q&A website2 by Yan et
al. [27]. Each question has a label chosen from 35 categories
by its author.

Tweets. A large set of tweets are collected and labeled by
Zubiaga et al. [32]. They crawl tweets that contain URL and
label them with the categories of web pages pointed by the
URLs. The categories of web pages are defined by the Open
Directory Project (ODP). This dataset contains 10 different
categories and totally around 360k labeled tweets. We select
9 topic-related categories and sample 182,671 tweets in total
under those categories.

3.1.2 Baseline Methods
Latent Dirichlet Allocation (LDA). Being one of the

most classical topic models, LDA [2] can induce sparsity
as its Dirichlet prior approaches zero. We use jGibbLDA
package3 with collapsed Gibbs sampling for the comparison.

1http://acube.di.unipi.it/tmn-dataset/
2http://zhidao.baidu.com
3http://jgibblda.sourceforge.net

Mixture of Unigrams (MU). The most important fea-
ture of MU [17, 29] is that it assumes each document is
generated by only one topic, which forces the topic represen-
tation of a document to adopt the largest sparsity. The as-
sumption sounds unreasonable when documents are regular-
sized, but it may be feasible for certain collections of short
texts.

Dual Sparse Topic Model (DSTM). DSTM [11] is a
recently published sparsity-enhanced topic model, which use
Spike and Slab prior to learn focused topics of documents
and focused terms of topics. Since each short text tends
to contain only a few topics, and each topic tends to cover
a subset of vocabulary, DSTM sounds reasonable for short
texts modeling.

Self-aggregate Topic Model (SATM). Like our method,
SATM [18] also aggregates short texts into pseudo docu-
ments without auxiliary information. However,its parame-
ters grow in number with the size of a short text collection,
which makes it prone to overfitting. Thus, it is interesting
to compare SATM with our method by varying the amount
of available data.

3.1.3 Evaluation Measures
Topic Coherence. Evaluation of topic models is still an

open problem. The commonly used metric named perplex-
ity has been proved less correlated to human interpretability,
which means better perplexity does not indicate understand-
able topics. Furthermore, many customized topic models
for short texts do not reveal topics from short texts directly,
such as SATM and our model PTM, which makes perplexity
no longer a general way for topic evaluation. Many methods
thus turn to use topic coherence to evaluate topics, which
is proved more correlated to human evaluations and has
good generalization ability. However, it is reported that the
UMass topic coherence [15] on short texts is also not a good
indicator for quality of topics [18]. Computing UCI topic co-
herence [16] requires an appropriate external corpus, which
is not easily available. Wikipedia can be used as a gener-
alized external corpus. It is suitable when evaluating topic
models on well-edited texts such as news and research ar-
ticles, while less appropriate on user-generated content like
tweets or questions.

Based on above considerations, we use UCI topic coher-
ence to evaluate topic models on well-edited news and DBLP.
UCI topic coherence uses the point-wise mutual information
(PMI) to measure the coherence of topics. For a given topic
z, we choose the top-N probable words w1, w2, · · · , wN , and
calculate the average PMI score of each pair of these words:

PMI(z) =
2

N(N − 1)

∑
1≤i≤j≤N

log
p(wi, wj)

p(wi)p(wj)
, (4)

where p(wi, wj) is the joint probability of word pair wi and
wj co-occurring in the same sliding window, and p(wi) is
the marginal probability of word wi appearing in a sliding
window. These probabilities are estimated from the latest
dump of Wikipedia articles. The average topic coherence
of all topics is used to evaluate a topic model. The default
value of N is set to 10 in our experiments.

Classification measures. Topic models are often eval-
uated on external tasks such as text classification. There-
fore, we also conduct short-text classification experiments
to compare the latent semantic representations learned by



Table 2: Classification results of five-fold cross validation.

News DBLP Questions Tweets
precision recall f-measure precision recall f-measure precision recall f-measure precision recall f-measure

PTM 0.755 0.757 0.754 0.667 0.672 0.668 0.532 0.554 0.536 0.561 0.568 0.559
SPTM 0.760 0.761 0.759 0.661 0.667 0.663 0.530 0.552 0.532 0.551 0.558 0.550
SATM 0.697 0.702 0.686 0.657 0.662 0.654 0.312 0.353 0.297 0.599 0.605 0.594
LDA 0.727 0.732 0.728 0.613 0.624 0.614 0.502 0.529 0.506 0.553 0.560 0.546
DSTM 0.720 0.724 0.720 0.619 0.628 0.620 0.489 0.515 0.491 0.539 0.547 0.535
MU 0.697 0.617 0.626 0.640 0.643 0.638 0.511 0.526 0.509 0.634 0.546 0.546

our methods and baselines. Macro averaged precision, recall
and f-measure are used in classifications.

For all methods, we set the number of topics to 100. Un-
less otherwise specified, the number of pseudo documents in
SATM and our methods is set to 1000. All methods, except
SPTM and DSTM, run 2,000 iterations of sampling. For
SPTM and DSTM, due to the sampling of additional binary
variables, we perform 3,000 iterations of Gibbs sampling to
guarantee its convergence.

We set α = 0.1, β = 0.01 for LDA, since LDA with
weak priors performs better in short texts. Similarly, we
set α = 0.1, β = 0.01 for MU. We set π = 0.1, γ = 0.01 for
DSTM, and find it outperforms the setting π = 1.0, γ = 1.0
suggested by [11]. As to π̄ and γ̄, we retain its original set-
ting. For SATM, we set the parameters the same as the ones
in [18]. For PTM and EPTM, we set α = 0.1, λ = 0.1 and
β = 0.01. For SPTM, we set γ0 = 0.1 and ᾱ = 10−12. All
results reported below are averaged on five runs.

3.2 Experimental Results

3.2.1 Topic Evaluation by Short Text Classification
We first compare all the topic models by performing doc-

ument classifications. To this end, we take topic model as
a method for dimension reduction, and characterize docu-
ments by a fixed set of topics as features for classification.

Results of Five-fold Cross Validation. For each trained
topic model, we perform five-fold cross-validation on four
data sets. LIBLINEAR4 is adopted for classification. The
resultant macro precision, recall and f-measure are shown
in Table 2. We highlight the best results in bold and the
second best in italic.

As can be seen in Table 2, both the best and the sec-
ond best results are obtained by PTM and SPTM on News,
DBLP and Questions. This demonstrates the outstanding
performance of our methods against baselines in learning se-
mantic representations of short texts. Specifically, the clear
edge of our methods over LDA on all data sets suggests that
aggregating short texts into regular-sized pseudo documents
contributes greatly to topic learning from texts, which fur-
ther boosts the performance of classification. Our methods
also consistently outperform DSTM and MU on all data sets,
which indicates modeling short texts by self-aggregation is
more reliable than merely adding sparse constraints to topic
models.

It is also interesting to note that although SATM performs
poorly on the rest three collections, it obtains the best result
on Tweets. This unstable performance can be well under-
stood by watching the average training size per category
of each data set, which are 4,171, 9,215, 4,077, 20,297, re-

4http://www.csie.ntu.edu.tw/ cjlin/liblinear/
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Figure 3: Illustration of overfitting of SATM.

spectively, for News, DBLP, Questions and Tweets. This
implies that the performance of SATM relates positively to
the training data per category, which in turn testifies our
theoretical analysis in Section 2 that SATM is indeed prone
to overfitting. In order to guarantee the performance of
SATM, one may suggest feeding enough data to it. This sim-
ple treatment, however, will also encounter great difficulty
since SATM is very time-consuming (with O(PK) sampling
complexity for a word), which prevents it from being used
in practice. For instance, in our experiments, the training
of SATM on Tweets takes more than one week, while PTM
and SPTM consume less than one day. Note that we have
used sparse Gibbs sampling introduced by Yao et al. [28] to
boost SATM in implementation. If ordinary Gibbs sampling
is used instead, its training on Tweets will cost more than
one month!

To further validate the above finding on SATM, we design
an interesting experiments by removing tweets in the orig-
inal set from 50% to 90%, then training PTM and SATM
on modified data sets. We report macro f-measure of five-
fold cross validation in Fig. 3. From the results, we can see
that SATM gets worse continuously with more tweets being
removed, while PTM is quite stable when the removal ra-
tio keeps smaller than 80%. This result again justifies our
discussion above; that is, SATM is fragile to overfitting and
performs poor when training set is inadequate.

Results of Varying Training Sizes. Topic represen-
tation of documents plays an important role when training
examples are rare [13]. To compare how the latent seman-
tic representation of documents learned by difference topic
models enhances the classification performance when the
training data is rare, we conduct this experiment. On all
data sets, we use 80% short texts for training and the rest
20% for testing. With the topic representation, the short
texts are classified by LIBLINEAR. To better understand
the behavior of topic representations in classification, we

左源�




10-2 10-1 100

Percentage of train data

0.40

0.45

0.50

0.55

0.60

0.65

0.70

0.75

0.80
F

-m
e
a
su

re

SPTM
SATM
LDA

MU
DSTM

(a) News

10-2 10-1 100

Percentage of train data

0.40

0.45

0.50

0.55

0.60

0.65

0.70

F
-m

e
a
su

re

SPTM
SATM
LDA

MU
DSTM

(b) DBLP

10-2 10-1 100

Percentage of train data

0.0

0.1

0.2

0.3

0.4

0.5

0.6

F
-m

e
a
su

re

SPTM
SATM
LDA

MU
DSTM

(c) Questions

10-2 10-1 100

Percentage of train data

0.30

0.35

0.40

0.45

0.50

0.55

0.60

0.65

F
-m

e
a
su

re

SPTM
SATM
LDA

MU
DSTM

(d) Tweets

Figure 4: Classification results of varying training sizes.

Table 3: Topic coherence (UCI) results on News and DBLP.

PTM SPTM SATM LDA MU DSTM
News 0.838 0.910 0.187 0.795 0.391 0.693
DBLP 0.584 0.514 -1.933 0.548 0.525 0.389

vary the ratio of labeled documents by sampling from the
training set from the ratio of 0.5% to 100%.

Fig. 4 illustrates the f-measure under different sampling
ratios of training data. For clarity, we omit the results of
PTM since it performs closely to SPTM. From the results,
we can find that SPTM consistently outperforms LDA, MU
and DSTM on all data sets. This well demonstrates the
robustness of our methods. SATM outperforms SPTM on
Tweets, however, its results are again quite unstable due to
overfitting.

3.2.2 Topic Evaluation by Topic Coherence
The UCI topic coherence results of our methods and all

baselines on News and DBLP are presented in Table 3. As
we have stated in Section 3.1.3, UMass topic coherence is
not suitable for short texts [18]. UCI topic coherence is more
appropriate, however, it requires external corpus. For well
edited descriptions of news and titles of research papers, we
can safely use Wikipedia as the reference corpus. As to user-
generated contents, like Tweets and Questions, we omit the
comparison of topic coherence due to absence of appropriate
reference corpus.

From results in Table 3, we can find SPTM outperforms
other methods on News and PTM outperforms other meth-
ods on DBLP. The superior performance of our methods as
compared to LDA is in accordance with our understanding
that learning topics from regular-sized pseudo documents
can guarantee the quality of topics. On both data sets, LDA
performs the best among baseline methods and SATM yields
the worst coherence score. Surprisingly, LDA with weak
prior produces higher topic coherence score than DSTM.
The latter introduces sparse priors for both document-topic
and topic-word distributions, which makes it more theoret-
ically sounds than LDA. Possibly, having to inference large
number of sparse priors causes DSTM faces with practical
difficulty in learning a precise model. MU performs relative
poor on news, which might indicates descriptions of news of-
ten cover more than one topic. On the contrary, MU yields
relative good topic coherence score on DBLP, which might
indicates titles in DBLP data set tends to cover fewer topics
than descriptions of news. As a result of overfitting, SATM
requires a large data set for training. The moderate size of
news and DBLP prevents SATM from learning more coher-

ence topics. However, the large time complexity of SATM’s
inference procedure in conflict with its needs of large train-
ing data. Note that, for a fair comparison with SATM, we
set number of pseudo document P of PTM and SPTM as
1000. In fact, as shown in Section 3.2.4, PTM and SPTM
can achieve better topic coherence with other P .

3.2.3 Topic Evaluation by Semantics
In this section, we show that the content of a pseudo docu-

ment is semantic meaningful according to its topics as well as
short texts assigned to it. After the training of PTM, short
texts are grouped into pseudo documents, and topic propor-
tion of each pseudo document is also learned. By looking
into the most probably topics of a pseudo document, we can
reveal its semantics.

We conduct this case study by performing PTM on DBLP.
After the training, we first choose a pseudo document with
a relative large number of short texts assigned to it, then
obtain several most probably topics according to its topic
proportion θ. At last, we show some short texts assigned to
that pseudo document grouped by their significant topics.
The result is illustrated in Fig. 5.

From the results we can find #371 pseudo document learned
by PTM is mainly about classifier(in blue), combinatorial
algorithm(in red) and optimization(in green). Obviously,
above three topics are inherently correlated to each other,
since they are closely related research areas. This convinc-
ing result suggests that the pseudo document learned by
our method can aggregates similar short texts together ac-
cording to their topics. Short texts listed below of those
topics also support our observation, since their contents cor-
responds well to their topics.

3.2.4 Impact of Number of Pseudo Documents
PTM and SPTM both reveal topics from P pseudo docu-

ments, adjusting P is the key to ease the data sparsity prob-
lem faced with by traditional topic models like LDA. Accord-
ing to Tang et al. [19], number of documents D and length of
documents N both are key limiting factors for LDA. Topic
model can not learn topics accurately when training data
has small D or small N . Since our methods learn topics
from P pseudo documents, P is a key limiting factor for our
methods. Intuitively, a small P will causes our model to
produce less coherence topics.

Similar with Tang et al. [19], we use topic coherence to
discuss the impacts of P . Specifically, we varying P from 50
to 2000, and study the performance of PTM and SPTM on
news and DBLP according to UCI topic coherence. Results
are reported in Fig. 6.
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Figure 5: Semantic explanation of a sample pseudo document.
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Figure 6: Variation of topic coherence with the number of
pseudo documents.

From the results, we can make two convincing observa-
tions. One observation is that topic model with small P
results with less coherence topics. As illustrated in Fig. 6a,
PTM produces less coherence topics when P equals to 50 and
100, and better topics since P ≥ 500. SPTM also produces
less coherence topics on news when P = 50. Such results
are in accordance with theoretical findings about limiting
factor D that topic model needs a large D to produce coher-

Table 4: Classification results of PTM, SPTM and EPTM.

News DBLP
precision recall f-measure precision recall f-measure

PTM 0.755 0.757 0.754 0.667 0.672 0.668
SPTM 0.760 0.761 0.759 0.661 0.667 0.663
EPTM 0.749 0.751 0.749 0.645 0.654 0.647

Table 5: Topic coherence of PTM, SPTM and EPTM.

PTM SPTM EPTM
News 0.838 0.910 0.780
DBLP 0.584 0.514 0.489

ence topics. The other observation is sparse priors of pseudo
documents can easy the topic errors when P is small. For
instance, as shown in Fig. 6a, SPTM achieve large topic co-
herence score when P = 100, while PTM performs rather
poor. Similar results in Fig. 6b, SPTM achieve large topic
coherence score when P = 500, while PTM’s topic coher-
ence is relative small. Sparse prior can eliminate undesired
correlation between pseudo documents and topics. When P
is small, pseudo documents is highly likely to contain un-
correlated topics, therefore, sparse prior helps SPTM being
more robust than PTM against small value of P .

Another interesting phenomenon is that when P is large
enough, PTM consistently outperforms SPTM according to
topic coherence. Which indicates adding sparse prior to
document-topic distributions may weaken the performance
of topic models when number of documents is large. This
phenomenon is in accordance with topic coherence results in
Table 3, where topic coherence of DSTM consistently smaller
than LDA’s.

3.2.5 Impact of Membership Uniqueness to Topics
Both PTM and SPTM assumes each short text comes

from a single pseudo document, while EPTM relaxes such
restriction. Although EPTM is more flexible than PTM and
SPTM, it may performs worse than PTM and SPTM accord-
ing to our discussion in Section 2.4. To study the perfor-
mance of three models when applied to real word data sets,



we conduct this experiment. We compute UCI topic coher-
ence of there models on DBLP and news. From Table 5, we
can find EPTM performs consistently worse than other two
models on both data sets. We also perform five-fold cross
validation text classification on DBLP and news. From Ta-
ble 4, we can find EPTM again performs consistently worse
than other two models. Both results are in consistence with
our theoretical discussion.

4. RELATED WORK
Data sparseness has long been the “nightmare” of topic

modeling of short texts. One intuitive way is to make use of
auxiliary information when available. For example, tweets
contain not only textual content but also contextual in-
formation such as authorship, hashtag, time, location and
URL, which can serve as supplemental information for topic
modeling. Research along this line can be further catego-
rized into to two types. One type tries to aggregate short
texts directly according to auxiliary information [5, 25, 14],
and the other aims to build specific models with those infor-
mation during short texts generation [20, 8]. The following
two paragraphs give the respective details.

Short texts typically mean few word co-occurrences, which
prevents traditional topic models from fitting well to data.
A straightforward approach to increase term co-occurrences
per document is to aggregate short texts into longer ones.
For instance, Hong et al. [5] report that a better topic model
can be trained on aggregated short texts. Weng et al. [25]
aggregate tweets from a same user into a pseudo document,
then feed them to standard topic models. Since they focus
on topical interests of users rather than individual tweets,
the aggregation makes sense. Mehrotra et al. [14] compare
several ways of tweet aggregation using different auxiliary
information, and find that the one with hashtags yields the
best performances. Still more excellent research with similar
treatments will not be covered here for space concern.

Besides of the direct aggregation methods, some variants
of basic topic model have also been proposed, which take
auxiliary information into modeling directly. For example,
Tang et al. [20] propose a multi-context topic model, which
generates both context-specific and consensus topics across
contexts. Jin et al. [8] use the web pages pointed by URLs
in tweets as auxiliary long documents to learn better topics
in tweets. More work along this line can be found in [6, 31].

In practice, however, auxiliary information is not always
available or just too costly for deployment. As a result,
recent research efforts have been put more on designing
customized topic models for short texts. To the best of
our knowledge, the biterm topic model proposed by Yan
et al. [27] is among the earliest work, which directly models
word pairs (i.e. biterms) extracted from short texts. By
switching from sparse document-word space to dense word-
word space, the biterm topic model learns more coherent
topics than LDA. Zuo et al. [33] propose the word network
topic model to learn topics from word co-occurrence net-
works, which produces more coherent topics than the biterm
topic model. However, both models are occasionally criti-
cized for lacking of direct topical representation for docu-
ments. Lin et al. [11] propose the dual sparse topic model,
which replaces symmetric Dirichlet priors of LDA with Spike
and Slab [7, 23] sparse ones. They show that the new model
can learn more coherent topics as well as better topical rep-
resentation of documents. The work most similar to ours

is the self-aggregation topic model proposed by Quan et
al. [18], which assumes that short texts are extracted from
pseudo documents generated by LDA. However, the param-
eters of this model grow with the number of short texts,
which makes it prone to overfitting. Clustering based topic
models [26, 22, 12] can also aggregate short texts into clus-
ters. However, they assume topic distributions of documents
in a same cluster share the same prior rather than the same
topic distribution. This way of modeling, compared to di-
rect short text aggregation, has little benefit to alleviating
data sparsity of short text topic modeling for providing no
additional word co-occurrence information.

Despite of rich studies mentioned above, short texts topic
modeling remains an open problem calling for more accurate
yet cost efficient solutions. Our study in this paper is just
an attempt for this purpose.

5. CONCLUSIONS
In this paper, we propose a Pseudo-document-based Topic

Model (PTM) for short texts. By leveraging much less
pseudo documents to self aggregate tremendous short texts,
PTM gains advantages in learning topic distributions with-
out using auxiliary contextual information. A sparsified
version of PTM (SPTM) is also proposed to improve the
topical description of PTM when the pseudo documents
is small in number. Extensive experiments on real-world
data sets demonstrate the superiority of PTM and SPTM
to some state-of-the-art methods. Various interesting obser-
vations regarded to the number of pseudo documents and
the uniqueness of topic membership of a short text are also
carefully touched. To our best knowledge, our work is among
the earliest studies in using self aggregation method for short
text topic modeling.
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